creative Publicaciones. Facultad de Educacién y Humanidades del Campus de Melilla
@commons Depésito legal: GR-94-2001 - eISSN: 2530-9269 - pISSN: 1577-4147
License 4.0 BY-NC-SA Editor: Facultad de Ciencias de la Educacion y del Deporte de Melilla (Universidad de Granada)

Sentiment analysis with artificial
intelligence to improve the teaching-
learning process in the virtual classroom

Analisis de sentimientos con inteligencia artificial para mejorar el proceso
ensefianza-aprendizaje en el aula virtual

ERAATERHITIER DT EEINRENHFIE

AHann3 HaCTpOEHI/II7I CMOMOLLbK) NCKYCCTBEHHOTO MHTENNEKTA ANA YNYYLIeHNA
npouecca I'Ipel'IO,ﬂ,aBaHl/lﬂ-O6yqul/|§| B BMPTYa/IbHOM Knacce

Edward Jose Flores Masias

Federico Villarreal National University
eflores@unfv.edu.pe
https://orcid.org/0000-0001-8972-5494

Jose Hector Livia Segovia

Federico Villarreal National University
jlivia@unfv.edu.pe
https://orcid.org/0000-0003-2226-3349

Alfredo Garcia Casique

Federico Villarreal National University
agarcia@unfv.edu.pe
https://orcid.org/0000-0001-8373-3127

Maria Elena Davila Diaz

Federico Villarreal National University
mdavilad@unfv.edu.pe
https://orcid.org/0000-0002-2555-8276

Dates - Fechas How to Cite this Paper - Cémo citar este trabajo
Received: 2022-08-17 Flores Masias, E. J., Livia Segovia, . H., Garcia Casique, A., & Davila Diaz,
Accepted: 2022-10-07 M. E. (2023). Andlisis de sentimientos con inteligencia artificial para me-

Published: 2023-01-01 jorar el proceso ensefianza-aprendizaje en el aula virtual. Publicaciones,
53(2), 201-216. https://doi.org/10.30827/publicaciones.v53i2.26825

Original Articles Publicaciones 53(2), 201-216. https://doi.org/10.30827/publicaciones.v53i2.26825
Articulos Originales Flores Masias, E. J. et al. (2023). Sentiment analysis with artificial intelligence...


http://doi.org/10.30827/publicaciones.v48i2.8331
https://orcid.org/0000-0001-8373-3127
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://creativecommons.org/licenses/by-nc-sa/4.0/

202

Abstract

Introduction: In recent years, the teaching-learning process has been changing from face-
to-face to virtual mode progressively worldwide, this was significantly accelerated due to
the COVID-19 pandemic, where the classroom went from face-to-face to virtual format, af-
fecting all levels of education, many countries had to make a leap to digital knowledge
more out of necessity than technological growth, which leads to seeking solutions to new
problems from the virtual environment. Today in the new normal from now on, the virtual
environment will be developed in parallel with the face-to-face environment. The objective
of this research was to identify the emotional state that students have in the virtual class-
room, to allow the teacher to evaluate the perception that students have during their class
session and thus improve their teaching-learning strategies in real time.

Method: An application in artificial intelligence with neural networks was proposed to cap-
ture the emotional state of students in the virtual classroom in real time to show the teacher
the perception of their students during the virtual class session.

Results: The results obtained allow to show the states of the group of students so that the
teacher can perceive the sensation within their students at the time of the class and thus
improve their teaching-learning strategies in real time.

Conclusions: It is concluded that it is an efficient form of continuous improvement for active
learning processes within the classroom in real time.

Keywords: Neural Networks; teaching-learning; virtual teaching; active learning; sentiment
analysis.

Resumen

Introduccién: En los Ultimos afios, el proceso de ensefianza-aprendizaje ha ido cambiando
del modo presencial al virtual de forma progresiva a nivel mundial, esto se aceler¢ signifi-
cativamente a causa de la pandemia del COVID-19 afectando todos los niveles de la educa-
cién, muchos paises tuvieron que dar un salto al conocimiento digital, més por necesidad
que por crecimiento tecnoldgico, lo cual origind buscar soluciones a los nuevos problemas
a partir del entorno virtual. Hoy en la nueva normalidad, el entorno virtual se desarrollara
paralelamente con el entorno presencial. El objetivo de la presente investigacion fue iden-
tificar el estado emocional que tienen los estudiantes en el aula virtual, para permitir al
docente evaluar la percepcién que tienen los estudiantes durante su sesién de clase y asi
mejorar sus estrategias de ensefianza-aprendizaje en tiempo real.

Método: Se propuso una aplicacién de inteligencia artificial con redes neuronales que per-
miten capturar el estado emocional de los estudiantes dentro del aula virtual en tiempo
real para mostrar al docente la percepcién de sus estudiantes durante la sesion de clase
virtual.

Resultados: Los resultados obtenidos muestran el estado emocional de los estudiantes
dentro del aula, para que el docente pueda evaluar y asi mejore en tiempo real sus estrate-
gias dentro del proceso ensefianza-aprendizaje.

Conclusiones: Se concluye que es una forma eficiente de mejora continua para los procesos
del aprendizaje activo dentro del aula en tiempo real.

Palabras clave: redes neuronales, ensefianza-aprendizaje, ensefianza virtual, aprendizaje
activo, anélisis de sentimientos.
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AHHOTaUMSA

BBegeHue: B nocnegHme rogbl BO BCeM MMpe MpoLecc npenojaBaHns-00yveHns nocre-
MEeHHO MepexoAUT OT OYHOro K BMPTYaSbHOMY PeXWMY, 3TO 3HaYUTENbHO YCKOPUIOCh
n3-3a naHgemuy COVID-19, 3aTpoHyBLUEl BCe YPOBHM 06pa30BaHMs, MHOTUM CTpaHam
NPULLNOCH COBEPLUMTL CKaYOoK K LLUGPOBLIM 3HAHWSIM, B0/bLLE 13-338 HEOBXOAUMOCTY, YeM
13-3a TEXHOIOrMYECKOro PocCTa, KOTOPbIA BO3HMK A1 MOMCKA PeLleHnii HOBbIX Mpobniem
13 BUPTyanbHo cpedbl. CerofHs, B yC10BUSIX HOBOW HOPManbHOCTM, BUPTYyabHas cpeja
6yzeT pa3BMBaTLCA NapannenbHO C OUHOW CpeAoil. Lienbto gaHHOro nccnefoBaHns 6b110
onpeAennTb 3MOLMOHANbHOE COCTOSIHME CTYAEHTOB B BUPTyasbHOM Knacce, YTobbl N03BO-
NWTb NpenojaBaTtento OLeHUTb BOCTIPUATME CTYAEHTOB BO BPeMS 3aHATUS 1 Takum obpa-
30M YNyYLINTb CBOU CTPATErny MpenojaBaHns-o0byueHns B pexnmMe peanbHOro BpeMeHu.

Mertoz: bbino npeanoXxeHo nNpunoXxeHne NCKYCCTBEHHOIO UHTENNIEKTa C HeVIpOHHbIMI/I ce-
TAMW 414 3aXBaTa SMOLMOHAIbHOT0 COCTOAHUA CTYAEHTOB B BUPTYa/IbHOM K/laccCe B peasib-
HOM BpeMeHMN, yTO6bLI NOKa3aTb npenojaBartento BocnpunAaTme CcBonx CTya4eHTOB BO BpemMa
CeaHCa BMPTyanbHOro Knacca.

Pe3ynbTaThl: NONyYeHHble pe3y/bTaThbl NOKa3blBAOT IMOLMOHAIbHOE COCTOsIHME YUYEHUKOB
B k/1acce, UTOBbI yUMTENSt MOT/IN OLLEHWTb 1 Y/TYULIUTL CBOM CTPATErU B MPOLLeCce nperno-
AaBaHVs-06yYeHUNs B peXMMe peasbHOro BpeMeHHU.

BbiBoabl: CAenaH BbIBOJ, UTO 3TO 3¢¢EKTI/IBHaFI q)opma HenpepbIBHOro COBEPLUEHCTBOBA-
HUA npoLeccoB akTMBHOTO o6yL|eva B K/1acce B peXnMe peasibHOro BpemMeHn.

Kntoyesble 1108a: HelipOHHbIE CETW, MPenoAaBaHNe-obyyeHye, 3N1eKTPOHHOE 0byYeHNe,
aKTUBHOE 06yYeHIe, aHaNN3 HaCTPOeHUA.
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Introduction

In recent years, Artificial Intelligence (AI) has been in constant growth in its applica-
tion field, it has been developing in many areas such as medicine (Hamet & Tremblay,
2017), education (Talan, 2021), justice (Corvalan, 2018), and in some other contexts,
identifying the impact related to future work (Howard, 2019). At the same time, it has
been gradually beginning to have a certain influence not only in some rigid or tech-
nological processes, but also in various areas of social sciences, such as psychology
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(Tahan, 2019, De Mello, 2019) and likewise in psychiatry (Fakhoury, 2019), where there
is the necessity to interpret human behaviors and patterns since the human behavior
point of view, interpreting all these data obtained within the computational context
and in this way, applying various mathematical models that allow understanding and
interpreting certain patterns or actions of human behavior, permiting to identify a
classification that aims to understand the behavior.

The choice of the correct didactic strategies becomes an optimal condition at the cur-
ricular level for the achievement of learning. This identification allows the teacher to
focus mostly on those students whose emotional responses are not adequate and
to stablish mechanisms that allow the teacher to favor the learning of all students.
It should be understood that “the classroom is an emotional environment” (Le6n &
Romero, 2020). Students show in the classroom several psycho-affective elements and
this must be assumed by a teacher willing to make and ideal climate in the classroom
in which affectivity must be a fundamental axis. The teacher has the duty to an ap-
proach to those students who are showing emotions that can be identified as a sign of
their need for accompaniment which must be answered. Roberts and Roselot (2020)
argue that the educational context must be responsible and responsive to a student
who must be situated as an active agent in an environment that provides satisfaction
during the teacher permanence.

Since the inception of the applications of different mobile phones that are responsible
for locating our residence and place of work based on the daily path we travel, the dif-
ferent devices we use for voice recognition, music, and even in cars, we see nowadays
they circulate without the driver, artificial intelligence has generated a radical change
in our lives (El Hechi et al., 2021).

Within the education context. Artificial Intelligence seeks to find new ways of working
in the context of the complexity of this area and look for going beyond the knowledge
of the various disciplines such as engineering or computing (Xu & Babaian, 2021).

The main basis of Al is a set of existing algorithms that enable the machines in which
itis applied to have the ability to make a decision instead of human beings. This rela-
tively new technology makes it possible to improve decision-making in several areas
of end users (Tarik et al., 2021). To analyze the indicated information that is constantly
and exponentially growing, it is common to use deep learning techniques to obtain
valid results. The success of deep learning for these developments is viable due to the
permanent growth of information that is currently known as Big Data, and it is also
possible due to the current processing capacity (Wang et al., 2021). Today, the use
of images for recognition is used in different types of studies such as pharmacology,
medicine, treatment of diseases by imaging among others. An extensive study has
been object on this technique (Yang et al., 2021).

Due to this, there is a need to currently understand people within the teaching-learn-
ing processes, this is mainly due to the situation caused by COVID-19, where the at-
tendance of students in educational institutions ceased to be face-to-face to become
involved in the virtual context, and in this way, giving continuity to the various process-
es of the educational context.

One of the main problems identified in the teaching-learning process is the communi-
cation between the student and the teacher, the interaction and interpretation of the
emotional state of students is necessary to know it in order to determine the strategies
that allow motivating or reconnecting the student with the knowledge of the course
and developing motivational activities and capabilities within the learning session. Pu-
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lido and Herrera (2017), tell us about that the relation between the academic perfor-
mance and emotional intelligence has allowed increasing scores in the first variable,
as scores in the second one, in the same way, it happens to relationships between
fear and emotional intelligence, fear and academic performance, being these last two
inversely proportional.

In the context in which human being develops, motions allow expressing a main com-
munication form coming from the gregarious nature. In general, all living forms, re-
gardless of culture or species, require the use of emotions so that these can express
or transmit to other living beings their feelings (Paul & Mendl, 2018, cited by Yee et
al., 2021).

An important challenge to be taken into account for the integration of educational
technology is to engage students in various affective ways. On this, there is still no
way how technology can shape the attitude and likewise the behavior at the time of
learning, something identified in the sciences of learning and educational psychology,
allow to recognize the absence in research interest (Nazari et al., 2021). In cyberspace,
the main medium that makes it possible to communicate feelings are social networks,
this is due to the fast growth of internet access by users. In social networks, different
people now use video and audio content, text or images to show their feelings or
reaches (Nandwani & Verma, 2021). Similarly, as time passed, it is now possible to pro-
cess audio and video on the same platform, decreasing the scope of the solution with
considerable energy savings, if time was a critical factor, working in real time would be
possible, allowing to have a low control on the various connected devices and the time
of the system use (Aiquipa et al., 2019).

Another context that focuses on the student is the active learning, where the student
uses the discussion, and in the same way, in the play of several roles on collaborative
problem solving; allowing to involve the student little by little, however, this process
has been relatively decreasing due to the current situation of pandemic, nowadays,
these process activities that were focused on classroom are performed virtually (Has-
nine et al., 2021). Currently, active learning is part of an educational principle that is
shaped by a strategic type approach. Students who are engaged generate a greater
concern, several studies have covered with how to support this proposed approach,
however, there is a problem on how to assess the progress and performance effective-
ly (Jirapanthong, 2020). Large study groups regularly face new challenges to improve
active learning, repetition, and feedback in the classroom, are necessary to improve
student learning (Tautz et al., 2021).

Biometrics is a technique used to identify faces regularly, facial recognition is the one
that make it possible doing this through multimedia images. This technique has been
gradually growing worldwide (Shetty et al., 2021). The support to identify images is
through convolutional neural networks, which identify images as vectors, then two
images are compared and their matches are determined. This process is possible be-
cause it can be calculated by various metrics or forms, such as Euclidean distance and
cosine similarity through the L2 form. Usually, the main form used is cosine similarity
(Serengil & Ozpinar, 2020).

FaceNet directly learns by mapping facial images to a compact Euclidean space, where
similarity is determined through face similarity matching distances. Then, activities
such as face recognition, grouping and verification can be easily implemented using
standard techniques with FaceNet embeddings in the form of vector functions. It uses
a deep convolutional network that has been directly trained to optimize the embed-
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ding itself, rather than an intermediate bottleneck layer with previous deep learning
approaches (Schroff et al., 2015).

ArcFace, has as its main challenge using Deep Convolutional Neural Networks (DCNN)
for large-scale face recognition in feature learning, and it is also the design of appro-
priate loss functions that can improve discrimination. Center loss penalizes the dis-
tance between deep features and their corresponding class centers in Euclidean space
to achieve intra-class compactness. ArcFace has proposed additive angular margin
loss to obtain highly discriminative features for face recognition. The ArcFace proposal
has a clear geometrical interpretation due to the exact correspondence with the geo-
desic distance in the hypersphere (Deng et al., 2019).

OpenfFace, uses dlib to identify the face region in an image and results in a box that
surround each face that can be in different positions. OpenFace employs the 2D affine
transform as a preprocessing method that identifies the corners of the nose and eyes
relatively close to middle locations by resizing and cropping the images to the edges
of the landmarks produced by the dlib face detector. As a result of this transformation,
a normalized image is given at 96 x 96 pixels. The normalized images are then fed
into the network to generate embeddings (representations). These embeddings are
mapped into triplets, processed using the triplet loss function and produce a gradient
that is backpropagated through the mapping. The trained network model can then
be used as part of the face recognition framework to generate embeddings and then
classify them (Santoso & Kusuma, 2018).

Dlib is an open-source library that provides a better environment for developing soft-
ware based on Machine Learning using C++. The core of Dlib is linear with Basic Linear
Algebra Subprograms (BLAS). It is mainly used in implementing Bayesian Networks
and Kernel based on algorithms for grouping, classification, anomaly detection, fea-
ture classification and regression (Sharma et al., 2017). The Dlib library has two es-
sential components, Machine learning tools and linear algebra. The component of
linear algebra is based on the template expression techniques established in the Blitz
++ numerical software by Veldhuizen and Ponnambalam (1996). Dlib used as BLAS
gains code speed and performance as optimized libraries. This also can perform any
transformation on all expressions by invoking the appropriate BLAS which allows the
user to write equations in the most intuitive way, thus leaving the details of software
optimization to the library. The machine learning tools main goal is to provide simple
and high modular architecture so that the kernel based Dlib algorithms can be imple-
mented on column vectors, images, or any form of structured data. The implementa-
tion of the algorithm is totally different from the data on which they operate. The Dlib
flexibility is a direct operation on any object that makes it to implement custom kernels
where these operates on fixed-length vector objects (King, 2009).

The graphic represents the face recognition process in its stages of image alignment,
validation and processing within the model that has been trained and tested.

From a methodological point of view, it has been proven that Artificial Neural Net-
works are very useful in the study of both individual and social behavioral phenomena,
which are determined in most cases by a multitude of known and unknown factors
(Montafio, 2002). Subsequently, the psychometrist Alina von Davier coined the term
Computational Psychometrics, which defines a paradigm between the use of Machine
Learning and Big Data tools as a cutting-edge element of theorical investigation in
psychometrics, enabling the development of new models to handle new types of data
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and the holistic integration of teaching, learning and assessment systems (von Davier
etal., 2019).

Figure 1
DeepFace facial recognition model.
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Note. Taken from “Deep Face Recognition: A Survey. Neurocomputing” by M. Wang & W. Deng, 2018,
scienceDirect.

Within Machine Learning models' prediction can be obtained by using general pur-
pose learning algorithms to find patterns in often very complex and numerous data
sets (Orru et al.,2020). High-performance neural networks are trained on extremely
large data sets. Such as, a deep neural network with 152 layers and trained on an
Imagenet dataset (n = 1.2 mn of images) has reduced the error in image classification
to 3% (He et al., 2016).

Orru et al. (2020) argue that in the analysis of psychological experiments, the typical
number of data points is given in the range of 100 and it is asked: Do Machine Learn-
ing classifiers trained on such as small data set maintain their performance? To evalu-
ate this, it was decided to take 298 participants in a low credibility environment (124 in
the false negative group and 124 in the false positive one), which were placed in small
groups of 62 participants, (32 for each one of the two categories), obtaining a good
performance. On these questions it was concluded that the replication/generalization
of results to unseen data is estimated realistically rather than optimistically, likewise it
was gotten more realistic estimates of usefulness than that of a diagnostic procedure.

The objective of this research was to identify the emotional state of students in the
virtual classroom through facial recognition using convolutional neural networks to
allow the teacher to improve their teaching-learning strategies in real time to always
keep students motivated and in constant attention in the classroom based on the
strategies employed, either through motivation, participatory activities, collaborations
and others.
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Method

This investigation was developed considering the constructivist paradigm, because it
affirms that there are no determined and unique realities, but there are constructions
that allow responding to the individualistic perception of each person, which builds
different interpretations and needs of what surrounds individuals (Ramos, 2015). The
approach of the present research is quantitative due to the fact that is given by collect-
ing information from the observed individuals, similarly, by determining the probabili-
ty of similarity of occurrence. For the data analysis of this investigation, it was used the
technique of approach based on the data, this is an approach currently widely used in
the context of machine learning and AL

Because this study it is a prototype, it has been done with a representative sample of
6 students in the early stage, 3 students from the regular basic education and 3 stu-
dents from university level, based on a class session developed at each level. The rep-
resentative sample is a relatively appropriate group that has been selected by random
procedures and the characteristics observed on it correspond to the population from
which it was drawn (Ras, 1980; Cochran, 1976; Scheaffer et al., 1987, cited by Gomez &
Gomez, 2019). There is no a representative sample, it is an ideal, we call it a sufficiently
representative sample (Gomez & Gomez, 2019).

The method used was the non-experimental design, descriptive transactional type,
which allowed to identify the values and the incidence that manifests one or more
times, an Al application was developed with convolutional neural networks in Python,
a programming language, allowing to use the webcam to perform biometric analy-
sis and thus identify the different emotions of the participants such as fear, sadness,
disqust, happiness, surprise, neutral and anger, these emotions can be found using
Python programming language libraries, which work with high accuracy in facial rec-
ognition models such as ArcFace, Google Facenet, DeepID, OpenFace, Dlib, VGG-Face
and Facebook Deepface, which have demonstrated the following accuracy percent-
ages: Facebook Deepface and DeepID based on experiments, Dlib scored 99.38%;
DeepID scored 97.05; ArcFace scored 99.41%; FaceNet / w 128d scored 99.2%; Google
FaceNet, VGG-Face, ArcFace and dlib above than Openface, VGG-Face scored 98.78%;
In support, Google FaceNet/ w 512d scored 99.65%; OpenFace had 93.80% accuracy
on the LFW dataset, compared to individuals with only 97.53%. Having the exposed
results, (Serengil & Ozpinar, 2020, 2021). For the present study it was decided to use
DeepFace which is a python library that has a hybrid face recognition framework that
engaged models like VGG-Face, OpenFace, ArcFace, DeeplID, Dlib, Google FaceNet and
Facebook DeepFace. These face recognition models are regular convolutional neural
networks and the similarity could be calculated by Euclidean distance, cosine similarity
and L2 form where the latter seems to be the most stable.

The DeepFace library has a facial attributes module that also allows the recognition of
race, age and gender of a person; just to know the training process of the facial rec-
ognition model of this library, 13 thousand images of faces from 5 thousand people,
afterwards, the researchers added 2600 more images to better fit the model (Serengil
& Ozpinar, 2020). The sentiment states are obtained from the convolutional neural
network that supports this library with all the images used in the training in their var-
ious states.

According to Wang and Deng (2018) for the facial recognition of the described model it
is required 3 steps (Figure 1). First, it is identified an image that can be even in a video.
Second, the image is aligned with the normalized canonical coordinates, which allows
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identifying the veracity of the image and discarding any falsification, thus avoiding any
type of attack, after this, the facial recognition can be performed. In the third part of
Figure 1, the training and testing process of the face recognition model is schematized,
which, once validated, allows receiving the image to be evaluated to determine the
level of similarity. This whole process is supported by convolutional neural networks.

All the students participated with the aim to evaluate the situational state in real time,
processing the collected information and sending it to the teacher of the session,
so the emotional state of all the students within the classrooms can be monitored
through the computer according to the seven states described above. A test was devel-
oped where the participants had to be with their cameras on during the class session,
in this way, the system could collect the emotions of each participating student in real
time and send the results to the teacher at all times.

Results

In Figure 2, the collection of information from the prototype is visualized, based on the
emotions identified in different moments of the class.

Figure 2
Emotional states of facial recognition

Neutral Happy

YN

Fear

The several images were evaluated in the proposed system in real time using the artifi-
cial intelligence algorithms with regular convolutional neural networks, a comparison
was made between the selected database and the image that had been collected of
the student, it also aligned the image of the face, identified the main geometric points,
and then established the percentage corresponding to each identified feature within
the sentiment analysis described above and finally probabilistically determined the
results corresponding to the collected images of the person, in such a way that at any
time of the class it was possible to collect the probability of the seven described states
and estimate the highest acceptable value as a result of its expression.

The following result is the code of the corresponding information in the developed
prototype, which allows visualizing the parameters established to determine a per-
son in its normal state (neutral), these emotional states were implemented within
Deepface where the analysis and the corresponding validation was done (Serengil &
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Ozpinar, 2021) and the processing by the application determines the percentage of
coincidences of all emotional states, a real-time capture of the student’s image has
been taken and this has been compared with the database with which the application
model has. The following is an example of the code output:

program (Output)

{'emotion": {"angry": 0.019127620907966048,
‘disgust’: 0.0019221228285459802,

‘fear’; 23.840796947479248,

‘happy’: 18.211452662944794,

‘sad’: 21.598833799362183,

‘surprise”: 0.0010724763342295773,
‘neutral’: 36.326801776885986},
‘dominant_emotion”: ‘neutral’}

In table 1 is detailed the seven states, these are verified by from a set of information
relevant to the student’s emotional states for the study conducted.

Table 1
Probability of all emotional states obtained at the moment of capturing the image of the person.

Emotional State Probability obtained Probability
Angry 0.019127620907966048 .02%
Disgust 0.001922122828545980 .00%
Fear 23.840796947479248 23.84%
Happy 18.211452662944794 18.21%
Sad 21.598833799362183 21.60%
Surprise 0.00107247633422957 .00%
Neutral 36.326801776885986 36.33%

In the previous table, the emotional state with the highest probability corresponds
to the neutral state, which indicates that at the moment of the student’s capture, a
normal condition was identified in the class development.

Similarly, the DeepFace library also shows the average data of a person’s age, gender
and race, in which this last one is determined through a probabilistic study on the pos-
sible races between Indian, Black, White, Middle Eastern and Latin/Hispanic, where,
according to the highest probability, the dominant race of the person is established.

To determine the optimal processing speed, a test of 100 images of the same person
in different facial positions, as well as in different emotional states, was performed.
To stablish the response time in processing by sentiment analysis of the images, face
recognition was used through DeepFace, which presents the option of configuring the
backend of the face detector with the following configurations: “retinaface”, “mtcnn”,
“opencv”, “ssd” y “dlib”. The proposal presented required at all times the reduction of
processing times in the user’s computer, as well as in the main server. For the first case,
it was detected that when configuring the application with “retinaface” the response

times were quite high, likewise, when used with “mtcnn” the same problem was found,
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although it is true that both models can have a more successful facial recognition
increase, in this case, they are discarded for this application. For the use of dlib it was
found that DeepFace does not currently have the module, not allowing it configuration
in its basic form, so it is not considered as an option, leaving only “opencv” which is
the default configuration, and likewise for “ssd”, which showed high performancein a
short time at the using moment.

Once the emotional states of students have been collected, it was determined the vi-
sualization of real statistics by number of students of the different states found inside
the classroom, presenting inside the teachers monitor in real time at the time the class
is developing, the data obtained by the collection which will be permanently updated
while the class session lasts.

Figure 3 shows us an application prototype example that the teacher will visualize,
where the results obtained from the sentiment analysis cannot be seen in a indepen-
dent way for each student, because in a virtual classroom there is an average of thirty
or more students, so it is difficult to observe a recurring statistic for each of them at
all times, therefore, percentages will not be presented for each identified state of the
students, nor the name or location of them within the virtual classroom, this is done
in order to avoid value judgements on any of the students during the class, the teach-
er must only visualize on the screen a statistic with the different global states of the
group of students so that the teacher can validate and choose the most appropriate
strategy within the teaching-learning process to develop the class. In the same way,
taking into account that the teacher cannot be permanently looking at the situational
state of the classroom, it has been determined to incorporate a representative image
of the class state and related to the indicated color, avoiding distractions or constant
concern that the teacher could has. On the other hand, the application will not indicate
or suggest a methodological alternative, because each course has different methodol-
ogies for its application depending to the study center, to all this, the experience of the
teacher who is developing the class is added in order to be applied, according to the
own experience, the best strategies within the teaching-learning processes.

Figure 3
Classroom situational monitor in happy state
¢ Emotional state = [} X
Angry — 1%
Fear [ | -
Neutral [ | =3
Sad )

i

Happy

Disgusted — i%f '#\.

Surprised  —— ] \i

Close

The results described in Figure 3 correspond to a visual environment window, ob-
tained by the application developed in Python, this application is independent of
the type of platform used by the teacher to connect the virtual class session, (Zoom,
Teams, BlackBoard, etc.), It does not affect the performance of the main application of
class connectivity which allows independence in the tools to be used within the virtual
classroom.
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Discussion

According to Wang and Deng (2018) to manage students’ attendance to classes, it has
been identified that this is a task that is presented repeatedly and demands a lot of
time for school administrators and teachers, therefore, it was thought to automate
this activity with the implementation of known advances within machine learning. In
the developed research, it is presented a proposal for an attendance system whose
main feature is facial recognition. In the classroom, photographs are taken perma-
nently, then an in-depth analysis is performed with the images obtained seeking to
identify facial features, and identifying facial recognition of their identity, which allows
identifying the similarities found that are relevant to the proposal developed in this
study, this is because it uses Al with neural networks for face recognition within the
context of the process of developing classes.

Shrestha and Furgan (2020) tell us that IoT uses certain existing sensors and devices
with various algorithms that allow a smarter and more efficient learning experience
for both students and teachers. It is based on a bibliography survey developed in their
investigation. It suggests identifying moments where students are distracted in class
and sends a warning to advisors or an alert via smart apps to students in the session.
The system evaluates the students and if there is no an appropriate respond, it alerts
the advisors so that they can support with a better learning experience, allowing to
identify the concern of need for the use of Al in a similar way to the present study in
order to improve the teaching-learning processes.

Finally, Tautz et al. (2021) describe that digital technologies offer every time new pos-
sibilities to increase development through active learning, this is due to repetition and
feedback in classes that have a very large number of students. They developed a form
that allows to evaluate the implementation of various digital tools on the perception
and feedback. All these factors mentioned are important for the efficiency of learning,
which allows them to agree about the concern to improve more and more the teach-
ing-learning process.

Within the review of this study, it is identified that there is an improvement in the
teaching-learning process from the teacher accompaniment using artificial intelli-
gence and convolutional neural networks, proving that appropriate strategies can be
developed from the knowledge of the emotional state of students. This allows in the
future to improve the conditions of active learning in classrooms.

Conclusions

Itis concluded that the proposed prototype solution can be applied to any educational
level in virtual environments, identifying that a main factor is the student’s emotional
state. This favors the teacher to establish strategies helping to have a good classroom
climate, allowing a greater interest in students and an optimal participation during the
learning process.

As long as the teacher take into account the importance of generating an affective
environment of learning and an interest in the emotional aspect, they will promote
a better interaction among all the actors, which will favor the learning process and
results. This allows realizing that this contribution is not only valuable for the mo-
ment in which the pedagogical action is developed, but also becomes a means for
teachers to assume the importance of the integral formation of students, in which the
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development of social skills is fundamental and is boosted when the teacher assumes
that the socioemotional aspect is an inherent part of the teaching-learning processes
and promotes an active participation that allows establishing a process of continuous
improvement between the students and the teacher in the future. This prototype pro-
vides information to the teacher, which not only allows to search for optimal didactic
strategies to favor the formative process, but also allows to internalize responsibility
in the formation of the person and not focusing only on cognitive development, which
for decades was the only interest for the teacher.

The presented prototype is based on Al this is an application developed through the
Python programming language, which is a software for free, it does not transmit vid-
eo in real time, but captures images at different time intervals, these are evaluated
in the application sending only the emotional state of the students to the teacher,
allowing to avoid saturating the internet service which is being used to develop the
teaching-learning process.

This proposal contributes to identify the emotional state of the students to improve
the strategies of the teaching-learning process in the classroom in real time, being
and important tool for the teacher to make decision at that moment and strengthens
the pedagogical proposal used for the future, in which the integral formation of the
student will be a great challenge for the teacher.

Taking into consideration the above mentioned, in the future, it can be carried some
works based on this solution allowing to measure other aspects of students, such as
class participation, collaborative learning, follow-up of evaluations and some others.
In this way, the enrichment of the integral formative process of the person finds in
these prototypes a great contribution for the pedagogical action.
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